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#### Abstract

Attributed graphs refer to graphs where both node links and node attributes are observable for analysis. Attributed graph embedding enables joint representation learning of node links and node attributes. Different from classical graph embedding methods such as Deepwalk and node2vec that first project node links into low-dimensional vectors which are then linearly concatenated with node attribute vectors as node representation, attributed graph embedding fully explores data dependence between node links and attributes by either using node attributes as class labels to supervise structure learning from node links, or reversely using node links to supervise the learning from node attributes. However, existing attributed graph embedding models are designed in continuous Euclidean spaces which often introduce data redundancy and impose challenges to storage and computation costs. In this paper, we study a new problem of discrete embedding for attributed graphs that can learn succinct node representations. Specifically, we present a Binarized Attributed Network Embedding model (BANE for short) to learn binary node representation by factorizing a Weisfeiler-Lehman proximity matrix under the constraint of binary node representation. Furthermore, based on BANE, we propose a new Low-bit Quantization for Attributed Network Representation learning model (LQANR for short) to learn even more compact node representation of bit-width values. Theoretical analysis and empirical studies on real-world datasets show that the new discrete embedding models outperform benchmark methods.
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## 1. Introduction

Attributed graphs are popularly used to describe a large body of networks where both node links and node attributes are observable for analysis. Typical examples of attributed graphs include social network data, academic citation data, and protein-protein interaction data [1]. To obtain knowledge from attributed graphs, graph embedding models are proposed to project node links into low-dimensional vectors. Then, the projected vectors are linearly concatenated with node attribute vectors to represent the nodes for downstream learning tasks such as link prediction [2], node classification [3], and social network recommendations [4,5].

The key idea of graph embedding is to design a mapping function which converts graph nodes into low-dimensional vectors. In general, a mapping function should fulfill three principles: 1)

[^0]Scalability. Real-world graphs are naturally large-scale. Thus, graph embedding models should be able to handle large-scale graphs efficiently. 2) Sparsity. Generally there are only a few number of nodes labeled for training in a graph. Thus, graph embedding models are expected to learn low-dimensional vectors to reduce the number of weight parameters of downstream learning models. 3) Adaptability. Graphs are often evolving with time. Embedding mapping functions should be able to adapt with time and avoid frequently repetitive training.

Considering the above principles, a class of graph embedding models has been proposed. DeepWalk [6] represents the seed work which borrows the idea of word embedding, treats nodes as words and generates short random walks as sentences. Then, linguistic models such as Skip-gram are applied to the random walks and obtain node representations. Based on DeepWalk, node2vec [7] introduces the biased random walk that enables breadth first search (BFS) and depth first search (DFS) neighborhood exploration. Based on DeepWalk and node2vec, a number of sophisticated graph embedding models are proposed for handling large-scale networks. For example, LINE [8] uses a breadth-first search strategy to gener-
ate context nodes on large-scale networks. GraphAttention [9] uses an attention model that can learn multi-scale representations for link prediction. SDNE [10] learns node representations where the proximity between two-hop neighbors is maintained by using a depth auto-encoder.

The above graph embedding models fall into a two-stage learning category, where node links are vectorized independently without using any auxiliary information from node attributes. As a result, they are incapable of capturing data dependence between node links and attributes, which is often referred to as plain graph embedding. To enable exploitation of the dependence information between node links and node attributes, attributed graph embedding models are proposed to jointly learn from node links and attributes. The principle is to use node attributes as class labels to supervise structure learning from node links, or vice versa. For example, the work [11] uses textual attributes to supervise random walks on networks and derives the Text-associated DeepWalk (TADW) model. On the contrary, the work [12] reversely uses node links to supervise the factorization of attributed matrices. The work [13] mutually uses node links and attributes as labels to supervise the learning from each other. Generally, attributed graph embedding outperforms plain graph embedding by considering data dependence between node attributes and node links.

However, existing attributed network embedding models are developed in continuous Euclidean spaces. By embedding the dependence information of node attributes and links, the learned vectors may contain redundant information that degenerates computation efficiency and increases storage cost, especially when networks are very large. Imagining the task of k-nearest neighbor search to recommend the top- $k$ most similar friends in a large network of size $n$, assuming the representation vector is of length $d$, the similarity search will take time $O\left(n^{2} d\right)$. Thus, compact node representation is preferred to speedup computation and reduce storage cost. For example, if we use binary embedding and encode each node with 128 bits, we can store a data set of 1 million nodes with only 16 M memory. Moreover, the speed of low-bit computation is faster than floating numbers, because the expensive oatingpoint multiplication operation can be replaced by a sequence of cheaper and faster bit shift operations of fixed-point numbers.

Recently, discrete representation learning has attracted increasing attention and a number of hash algorithms and binary code learning have been proposed to learn discrete representations in Hamming spaces. The idea of hashing algorithms and binary coding [14] is to encode high-dimensional feature vectors of documents, images and videos to compact binary codes, while preserving the similarity structure in the original space. In particular, binary code learning can generate succinct representations by encoding high-dimensional data into a set of short binary codes with similarity preservation. Binary coding is also referred to as hashing which maps data to discrete Hamming spaces [15]. The binary codes can facilitate representation and search of massive data because it only needs a relatively small size of binary bits to represent a data item, and binary computation in Hamming space is efficient by using the bit operations.

In this paper, we study the problem of discrete attributed graph embedding. The key challenge is to aggregate information of both node links and attributes for discrete node representation. Considering matrix factorization as the discrete graph embedding framework $[13,16]$, the challenges of discrete embedding for attributed networks can be summarized as follows:

- Challenge 1: How to design a proximity matrix to capture data dependence between node links and node attributes in attributed graphs. To our best knowledge, none of existing network proximity matrices encodes both node links and attributes.
- Challenge 2: How to design a fast algorithm to solve the discrete representation learning problem. Existing models for embedding attributed networks are formulated in the Euclidean space. However, factorizing a network proximity matrix under binary constraints falls into the integer programming category which requires new efficient algorithms.
- Challenge 3: How to theoretically and empirically prove the effectiveness and efficiency of the learning model.

To solve the above challenges, we present a new Binarized Attributed Network Embedding model (BANE for short). Inspired by the Weisfeiler-Lehman graph kernels [17], we define a new WeisfeilerLehman proximity matrix to capture data dependence between node links and attributes. Then, based on the new proximity matrix, we formulate a Weisfeiler-Lehman matrix factorization learning function under the binary representation constraint. The learning problem falls into the category of mixed integer optimization and we use an efficient cyclic coordinate descent (CCD) algorithm [18] as the solution. We theoretically prove the advantages of the Weisfeiler-Lehman proximity matrix by analyzing its connections with Weisfeiler-Lehman graph kernels [19], Laplacian smoothing [20], and Graph Convolutional Networks (GCNs) [21]. Furthermore, based on BANE, we present a low-bit quantization model that can learn even more compact node representation of bit-width values. Experimental results on real-world datasets validate the performance of the proposed methods. The framework of the learning models is illustrated in Fig. 1.

The contributions of the paper are summarized as follows:

- We first study the problem of discrete embedding learning for attributed graphs, and present a new Binarized Attributed Network Embedding model (BANE for short) as the solution.
- We define a new Weisfeiler-Lehman proximity matrix to encode data dependence between node links and node attributes, based on which a new Weisfeiler-Lehman matrix factorization is presented to learn binary representation. Moreover, we theoretically prove the connections between the proposed WeisfeilerLehman matrix and Weisfeiler-Lehman graph kernels, Laplacian smoothing, and Graph Convolutional Networks (GCNs).
- Based on BANE, we further propose a Low-Bit Quantization for Attributed Network Representation learning model (LQANR for short). LQANR can learn more compact node representation of bit-width values with stably high accuracy. Also, we introduce a new mixed-integer based alternating direction method of multipliers (ADMM) algorithm to solve LQANR.
- We conduct experiments to validate the performance of the proposed models. The Matlab codes ${ }^{1}$ and Pyhthon codes $^{2}$ are available online.

The paper is an extension of its former conference version [22], where more theoretical and empirical studies are added in Sections 5 and 6. In addition, a low-bit quantization model LQANR is also added for comparisons. The rest of the paper is organized as follows. Section 2 surveys related work. Section 3 introduces the preliminaries. Section 4 introduces the learning models of BANE and LQANR. Section 5 discusses the advantages of the proposed methods. Section 6 conducts experiments, and we conclude the work in the last section.

## 2. Related work

Graph Embedding. Graph embedding is also called as network embedding or graph representation learning. Current graph

[^1]




 itself and its neighboring nodes. Such an feature propagation will be repeated for $k$ times and generate the final matrix $P$.
embedding methods can be categorized into plain graph embedding [23] and attributed graph embedding [24]. Different from plain graph embedding that independently vectorizes node links without using auxiliary information from node attributes, attributed graph embedding jointly models their dependence, by using node attributes as class labels to supervise the learning of node links, or vice versa. A typical attributed graph embedding model is the TADW model [11] that uses textual attributes to supervise random walks on networks. LANE [13] learns node representations for attributed networks by embedding the network structure proximity, attribute affinity and label proximity into a unified latent representation. AANE [12] learns node embedding by using symmetric matrix factorization on attribute affinity matrix, and simultaneously minimizing the representation difference between connected nodes. PPNE [25] learns node representations for attributed networks through jointly optimizing two objectives, i.e., the structuredriven objective and the attribute-driven objective. Similar works include Dynamic Attributed Network Embedding (DANE) [26] and Diffusion Network Embedding (DNE) [16].

A number of graph neural networks [27] are also developed to learn node embeddings from attributed networks. The early and most important work is Graph Convolutional Network (GCNs) [21]. GCNs take node attributes as input and construct node representations through the convolution of neighboring node representations at each hidden layer. The last layer is used to predict node labels by minimizing a cross-entropy loss. GraphSAGE [28] takes node content features as node representations, and then iteratively updates node representations by aggregating representations of neighboring nodes. Graph Attention Network (GAT) [9] then imports the self-attention mechanism into GCN to make the graph convolution performed in a more intelligent way. Graph Isomorphism Network (GIN) [29] creates injective multiset functions for the neighbor aggregation and generalizes the Weisfeiler-Lehman test. GraphNAS [30] can automatically design the best graph neural architecture using reinforcement learning.

Weisfeiler-Lehman Graph Kernels. Graph kernels [19] can be intuitively understood as functions measuring the similarity of pairs of graphs. The most common graph kernels are random walk kernels, shortest-path kernels, graphlet kernels, and WeisfeilerLehman graph kernels [17]. A random-Walk kernel measures the similarity of labeled graphs by comparing the random walks on graphs. Shortest-path kernels are similar to random-walk graph kernels but the walk paths are formed from the shortest paths. The graphlet kernels count the number of substructures, graphlets,
in the graphs. Weisfeiler-Lehman Graph Kernels enumerate the shared subtrees in graphs. Learning to Hash. Hashing or binary coding [14] encodes high-dimensional feature vectors of documents, images and videos to compact binary codes, while preserving similarity structure in the original space. The binary codes can facilitate to represent and search of massive data because it only needs about one hundred binary bits to represent one data item, and binary computation in Hamming space is efficient by using the bit operations. Many learning-based hashing algorithms have been developed according to different scenarios. For example, the unsupervised methods [31], supervised methods [18], deep learning based hashing methods [32]. To the best of our knowledge, no prior studies have been focused on seeking binary representation for attributed network to preserve both network structure and node attributes.

Low-bit Quantization for Compression. Quantization methods including hashing are used to encode real-valued data to low-bit discrete data while preserving similarity structure in the original space [14]. The low-bit codes can facilitate representation and search of massive data because it only needs a relatively small size of bits to represent one data item, and computation in Hamming space is efficient by using the bit operations. Most Hashing methods use one single bit $-1 /+1$ to quantize each projected dimension [33], such as the spectral hashing [31], supervised discrete hashing [18] and deep learning based hashing methods [32]. There are also works quantizing real-valued data to multiple-bit codes using Hashing method [33], such as double bit quantization, q-bit Manhattan quantization, and Variable Bit Quantization. Recently discrete network embedding approach is proposed to learn binary codes for plain network [34], and randomized hashing method [35] and binarized network embedding [22] are proposed for compressing embedding for attributed networks.

In this paper, we aim to learn discrete node representations for attributed networks by leveraging the strength of the state-of-theart graph embedding, Weisfeiler-Lehman graph kernels, learning to hash, and low-bit quantization for compression methods.

## 3. Preliminaries

An attributed graph can be represented as $G=\{V, E, X\}$, where $V=\left\{v_{i}\right\}_{i=1}^{n}$ denotes nodes, $E=\left\{e_{i j}\right\}_{i, j=1}^{n}$ denotes undirected edges, and $X=\left\{x_{i}\right\}_{i=1}^{n} \in R^{n \times f}$ denotes attribute vectors of the nodes with $f$ being the dimension of attribute vectors. In addition, the structure of network $G$ can be derived from edges in $E$, denoted as an
adjacency matrix $A$, where $A_{i j}=1$ if $e_{i j} \in E$, otherwise, $A_{i j}=0$. By adding a self-loop to each node in the network, we have $\tilde{A}=A+I$, where $I$ is an identity matrix. $\tilde{D}=\operatorname{diag}\left(\tilde{d}_{1}, \ldots, \tilde{d}_{n}\right)$ is a degree matrix of $\tilde{A}$, with $\tilde{d}_{i}=\sum_{j} \tilde{a}_{i j}$ being the degree of node $v_{i}$.

Given the attributed network $G$, we wish to embed each node $v_{i} \in V$ into a d-dimensional vector $b_{i} \in\{-1,+1\}^{d}$ in a Hamming space, where $b_{i}$ is the $i$ th row of matrix $B \in R^{n \times d}$. Ideally, matrix $B$ can preserve the structure information $A$ and the attribute information $X$ in the original network $G$.

The key question is to design a proximity matrix which can jointly describe structure $A$ and attribute $X$. For example, TADW [11] derives the proximity matrix by using the textual attributes $X$ to supervise the random walk of structure $A$. The process can be taken as using the random walk kernel (supervised by node attributes) on graphs for node representation.

Instead of using random walk graph kernels, we use the Weisfeiler-Lehman graph kernels [17] to generate a new proximity matrix $P$ that encodes both node attributes in $X$ and edges in A. Specifically, we define the Weisfeiler-Lehman proximity matrix as follows,

Definition 1. (Weisfeiler-Lehman Proximity Matrix). Given a network $G$ with adjacency matrix $A$ and attribute matrix $X$, let $\tilde{D}$ be a degree matrix of $\tilde{A}$ and $\tilde{L}=\tilde{D}-\tilde{A}$, the Weisfeiler-Lehman proximity matrix $P$ is defined as $P=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X$, where $\gamma \in[0,1]$ is a tradeoff parameter, and $k$ is the number of aggregation layers.

Because the above Weisfeiler-Lehman proximity matrix is based on the Weisfeiler-Lehman graph kernels, the matrix naturally captures data dependence between node links and attributes. In particular, the proximity matrix has the following properties:

Property 1. The Weisfeiler-Lehman proximity matrix enables aggregation of node attributes and links from neighboring nodes to a target node. Parameter $k$ controls the number of layers of neighboring nodes joining the aggregation. If $k=1$ and $\gamma=1$, matrix $P$ equals a one-layer Weisfeiler-Lehman graph kernel (see Section 5.1 for details).
Property 2. The Weisfeiler-Lehman proximity matrix enables the tradeoff of node aggregation between neighboring nodes and a target node, where $\gamma$ is the smoothing parameter. That is, matrix $P$ is actually a $k$-layer Laplacian smoothing [20] of the network (see Section 5.2 for details).
Property 3. When $\gamma=1$, matrix $P$ defines a variant of $k$-layer graph convolutional networks (see Section 5.3 for details).

In Section 5, we analyze the above properties by discussing the connections between the new proximity matrix and the WeisfeilerLehman graph kernels, Laplacian smoothing, and graph convolutional networks (GCNs).

## 4. The proposed methods

In this section, we first derive the learning function of the Binarized Attributed Network Embedding model (BANE) and a Cyclic Coordinate Descent (CCD) [18] algorithm in Section 4.1. Then, we formulate the learning function of Low-Bit Quantization for Attributed Network Representation learning model (LQANR) and an efficient mixed-integer based alternating direction method of multipliers algorithm in Section 4.2.

### 4.1. Binarized attributed network embedding (BANE)

Based on Definition 1, we factorize the Weisfeiler-Lehman proximity matrix $P=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X$ which jointly encodes node attributes and links into a binary node representation matrix $B$ and
an auxiliary matrix $Z$. Formally, the learning function of the binarized Weisfeiler-Lehman matrix factorization can be defined as follows,
$\min _{B, Z} \frac{1}{2}\left\|\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X-B Z\right\|_{F}^{2}+\frac{\alpha}{2}\|Z\|_{F}^{2}$,
s.t. : $B \in\{-1,+1\}^{n \times d}, Z \in R^{d \times f}$,
where $\alpha$ is a regularization parameter with respect to the auxiliary matrix $Z$. Due to the binary constraint with respect to matrix $B$, Eq. (1) is NP-hard. Next, we introduce an efficient algorithm as the solution.

We present an alternating algorithm to solve Eq. (1). It updates one parameter at a time and converges fast.
$Z$-Step. Given $B$, solve the sub-problem with respect to $Z$ in Eq. (1). The loss function can be written as follows,

$$
\begin{align*}
\min _{Z} & \frac{1}{2}\left\|\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X-B Z\right\|_{F}^{2}+\frac{\alpha}{2}\|Z\|_{F}^{2}  \tag{2}\\
& =-\operatorname{tr}\left(P^{T} B Z\right)+\frac{1}{2} \operatorname{tr}\left(Z^{T} B^{T} B Z\right)+\frac{\alpha}{2} \operatorname{tr}\left(Z^{T} Z\right)
\end{align*}
$$

Note $P=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X$, and $\operatorname{tr}($.$) is the trace norm. By calculat-$ ing the derivative of Eq. (2), we derive a closed form solution as follows,
$Z=\left(B^{T} B+\alpha I\right)^{-1} B^{T} P$.
$B$-Step. It is difficult to solve $B$ due to the discrete constraint. Given $Z$ fixed, rewrite the objective function in Eq. (1) with respect to $B$ as follows,

$$
\begin{align*}
& \min _{B} \frac{1}{2}\left\|\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X-B Z\right\|_{F}^{2}  \tag{4}\\
& \quad=\frac{1}{2} \operatorname{tr}\left(Z^{T} B^{T} B Z\right)-\operatorname{tr}\left(B^{T} P Z^{T}\right) \\
& \text { s.t. }: B \in\{-1,+1\}^{n \times d}
\end{align*}
$$

Under the observation that a closed-form solution for one column of $B$ can be achieved by fixing all the other columns, the algorithm iteratively learns one bit of $B$ at a time.

Let $b^{l}$ be the $l$ th column of $B$, and $B^{\prime}$ the matrix of $B$ excluding $b^{l}$. Then, $b^{l}$ is the $l$ th bit for all the $n$ samples. Similarly, let $q^{l}$ be the $l$ th column of $Q=P Z^{T}, Q^{\prime}$ the matrix of $Q$ excluding $q^{l}, z^{l}$ the $l$ th row of $Z$ and $Z^{\prime}$ the matrix of $Z$ excluding $z^{l}$. Then we obtain
$\operatorname{tr}\left(Z^{T} B^{T} B Z\right)=z^{l} Z^{T} B^{\prime} T b^{l}+$ const.
Following the same logic, we obtain
$\operatorname{tr}\left(B^{T} Q\right)=\left(q^{l}\right)^{T} b^{l}+$ const.
Plugging Eqs. (5) and (6) back into Eq. (4), we obtain the optimization problem with respect to $b^{l}$ as follows,

$$
\begin{aligned}
& \min _{b^{l}} z^{l} Z^{\prime} T B^{\prime} b^{l}-\left(q^{l}\right)^{T} b^{l} \\
& \quad=\left(z^{l} Z^{\prime} B^{\prime T}-\left(q^{l}\right)^{T}\right) b^{l} \\
& \text { s.t. }: b^{l} \in\{-1,+1\}^{n \times 1}
\end{aligned}
$$

Eq.(7) has a closed form solution as follows,
$b^{l}=\operatorname{sign}\left(q^{l}-B^{\prime} Z^{\prime}\left(z^{l}\right)^{T}\right)$.
By using this method, each bit $b$ can be computed based on the pre-learned $d-1$ bits of $B^{\prime}$. The convergence of the alternating optimization is guaranteed theoretically, because every iteration decreases the objective function value and the objective function has a lower bound.

The details of the algorithm are given in Algorithm 1. Empirical results demonstrate that the algorithm takes a few iterations to converge. For example, in our experiments $B$ is iteratively computed and the algorithm converges fast in about $3-10$ iterations.

```
Algorithm 1 Binarized Attributed Network Embedding (BANE).
Input: Graph structure \(A\), node attribute \(X\), dimension \(d\), \# of it-
    erations \(t_{1}\) and \(t_{2}\), parameters \(k, \gamma, \alpha\)
Output: Binary node representation matrix \(B\)
    Initialize \(Z, B\) randomly
    Repeat until converge or reach \(t_{1}\)
    Z-Step: Calculate \(Z\) using Eq. (3)
    B-Step: Repeat until converge or reach \(t_{2}\)
    for \(l=1, \cdots, d\) do
        update \(b^{l}\) using Eq. (3)
    end for
    return matrix \(B\)
```


### 4.2. Low-bit quantization for attributed network representation learning (LQANR)

In this part, we discuss the challenging problem of designing a more compact discrete learning model than BANE. Specifically, considering the binary constraint of $B$ in Eq. (1), how to learn a much sparser and smaller representation matrix $B$ with lowbit values? The question is equivalent to embedding each node $v_{i} \in V$ into a $d$-dimensional low-bit vector $b_{i} \in\left\{-2^{N}, \ldots,-2^{1},-1\right.$, $\left.0,1, \ldots, 2^{N}\right\}^{d}$, where $N$ is an integer which determines the bitwidth.

In fact, there has been a series of methods [14] proposed to reduce the size of network parameters. From the perspective of lowbit quantization for convolutional neural networks, low-bit compression of deep neural networks has been popularly studied recently, such as training binary neural networks with weights constrained to +1 and -1 , ternary networks, and extremely low-bit neural networks. Compared to full-precision models, these compressed models are sparse and much smaller, which can potentially be accelerated with customized circuits and deployed to mobile devices. In particular, the early work [36] pointed out that network weights have a significant redundancy, and proposed to reduce the number of parameters by exploiting the linear structure of network, which motivated a line of low-rank matrix and tensor factorization based compression algorithms. The achievement in low-rank matrix and tensor factorization based compression motivates to learn low-bit quantization for attributed network embedding based on matrix factorization.

Consider an attributed network $G$, we need to embed each node $v_{i} \in V$ into a $d$-dimensional low-bit vector $b_{i} \in\left\{-2^{N}, \ldots,-2^{1},-1\right.$, $\left.0,1, \ldots, 2^{N}\right\}^{d}$, where $N$ is an integer which determines the bitwidth. $b_{i}$ is the $i$ th row of matrix $B \in R^{n \times d}$. Matrix $B$ should preserve the structure information $A$ and the attribute information $X$ in $G$. The representation learning function can be formulated by simultaneously learning the low-bit node representation and the layer-wise aggregation weights. Assume that $\alpha_{k}$ is the importance weight of matrix $P_{k}=\left(\tilde{D}^{-1} \tilde{A}\right)^{k} X$, matrix $B \in R^{n \times d}$ is the low-bit node representation, matrix $Z_{k} \in R^{d \times f}$ is an auxiliary matrix with respect to layer $k$. Then, the learning problem can be formulated as follows,

$$
\begin{align*}
\min _{B, Z_{0}, \ldots, Z_{k}, \alpha} & \sum_{k=0}^{K} \alpha_{k}\left\|P_{k}-B Z_{k}\right\|_{F}^{2}+\beta \sum_{k=0}^{K}\left\|Z_{k}\right\|_{F}^{2},  \tag{9}\\
\text { s.t. : } & B \in\left\{-2^{N}, \ldots,-2^{1},-2^{0}, 0,2^{0}, 2^{1}, \ldots, 2^{N}\right\}^{n \times d}, \\
& \sum_{i=1}^{K} \alpha_{k}=1, \alpha_{k} \geq 0, \quad Z_{k} \in R^{d \times f},
\end{align*}
$$

where $\beta$ is a regularization parameter with respect to auxiliary matrices $Z_{k}$, $K$ is the total number of layers we consider in the model. A large layer number $K$ may cause over-smoothing, while a small $K$ cannot fully take advantage of network information. Due
to the integer constraint over the representation matrix $B$, Eq. (9) is hard to solve and requires an efficient algorithm.

We present an efficient algorithm to iteratively optimize variables $Z_{k}, B$ and $\alpha$. The algorithm updates one parameter at a time and converges very fast.
$Z$-Step. Given $B$ and $\alpha$ fixed, solve the sub-problem with respect to $Z_{k}$ in Eq. (9). The loss function becomes,

$$
\begin{align*}
& \min _{Z_{k}} \sum_{k=0}^{K} \alpha_{k}\left\|P_{k}-B Z_{k}\right\|_{F}^{2}+\beta \sum_{k=0}^{K}\left\|Z_{k}\right\|_{F}^{2}  \tag{10}\\
& =\sum_{k=0}^{K} \alpha_{k} \operatorname{tr}\left(Z_{k}^{T} B^{T} B Z_{k}\right)-\sum_{k=0}^{K} \alpha_{k} \operatorname{tr}\left(P_{k}^{T} B Z_{k}\right)+\beta \sum_{k=0}^{K} \operatorname{tr}\left(Z_{k}^{T} Z_{k}\right)
\end{align*}
$$

where $\operatorname{tr}($.$) is a trace norm. By calculating the derivative of$ Eq. (10), we derive a closed form solution as follows,
$Z_{k}=\left(\alpha_{k} B^{T} B+\alpha I\right)^{-1} \alpha_{k} B^{T} P_{k}$.
$B$-Step. It is difficult to solve $B$ due to the discrete constraint. Given $Z_{k}$ and $\alpha$ fixed, rewrite the objective function in Eq. (9) with respect to $B$ as follows,
$\min _{B} \sum_{k=0}^{K} \alpha_{k}\left\|P_{k}-B Z_{k}\right\|_{F}^{2}$,
s.t. : $B \in\left\{-2^{N}, \ldots,-2^{1},-2^{0}, 0,2^{0}, 2^{1}, \ldots, 2^{N}\right\}^{n \times d}$.

Due to the discrete constraint, the optimization problem above is NP-hard.

Here, we introduce an auxiliary variable $Q$ to decouple the parameters in the objective and the discrete constraint. The idea is largely motivated by the successful application of ADMM in mixed integer programs [37]. Then, the objective function in Eq. (12) can be written as,
$\min _{B, Q} \sum_{k=0}^{K} \alpha_{k}\left\|P_{k}-B Z_{k}\right\|_{F}^{2}+\operatorname{Ic}(Q)$,
s.t. $: B=Q, Q \in\left\{-2^{N}, \ldots,-2^{1},-2^{0}, 0,2^{0}, 2^{1}, \ldots, 2^{N}\right\}^{n \times d}$,
where $I_{c}$ is defined as an indicator function. $I_{C}(Q)=0$ if $Q \in$ $\left\{-2^{N}, \ldots,-2^{0}, 0,2^{0}, \ldots, 2^{N}\right\}$; otherwise, $I_{C}(Q)=+\infty$. The augmented Lagrange of Eq. (13), for parameter $\rho>0$, can be formulated as,

$$
\begin{align*}
L_{\rho}(B, Q, \lambda)= & \sum_{k=0}^{K} \alpha_{k}\left\|P_{k}-B Z_{k}\right\|_{F}^{2}+\operatorname{Ic}(Q)  \tag{14}\\
& +\frac{\rho}{2}\|B-Q+\lambda\|_{F}^{2}-\frac{\rho}{2}\|\lambda\|_{F}^{2} .
\end{align*}
$$

Equation (14) can be solved by repeating the following iterations,
$B^{t+1}:=\arg \min _{B} L_{\rho}\left(B, Q^{t}, \lambda^{t}\right)$,
$Q^{t+1}:=\arg \min _{Q} L_{\rho}\left(B^{t+1}, Q, \lambda^{t}\right)$,
$\lambda^{t+1}:=\lambda^{t}+B^{t+1}-Q^{t+1}$.
Benefit from the decoupling of ADMM, Eq. (15) is an unconstrained objective function. We can easily calculate the gradient with respect to matrix $B$,

$$
\begin{align*}
\frac{\partial L_{\rho}\left(B, Q^{t}, \lambda^{t}\right)}{\partial B}= & \sum_{k=0}^{K} 2 \alpha_{k} B Z_{k} Z_{k}^{T}-\sum_{k=0}^{K} 2 \alpha_{k} P_{k} Z_{k}^{T}  \tag{18}\\
& +\rho\left(B-Q^{t}+\lambda^{t}\right)
\end{align*}
$$

The closed form solution is given in Eq. (18), where $I$ is an identity matrix.
$B^{t+1}=\left(\sum_{k=0}^{K} \alpha_{k} P_{k} Z_{k}^{T}+\rho Q^{t}-\rho \lambda^{t}\right)^{-1}\left(\sum_{k=0}^{K} \alpha_{k} Z_{k} Z_{k}^{T}+\rho I\right)$.
In order to solve $Q$, Eq. (16) can be rewritten as,
$\min _{Q}\left\|Q-B^{t+1}-\lambda^{t}\right\|_{F}^{2}$,
s.t. : $Q \in\left\{-2^{N}, \ldots,-2^{1},-2^{0}, 0,2^{0}, 2^{1}, \ldots, 2^{N}\right\}^{n \times d}$.

The optimal solution of $Q$ is
$Q=\prod_{0, \pm 1, \pm 2, \ldots, \pm N}\left(B^{t+1}+\lambda^{t}\right)$,
where $\prod_{0, \pm 1, \pm 2 \ldots, \pm N}$ denotes the projection of ( $B^{t+1}+\lambda^{t}$ ) with respect to the discrete set. After either the predefined iterations or the convergence of ADMM, $Q$ is assigned to $B$ and the algorithm continues to update $\alpha$ and $Z_{k}$.
$\alpha$-Step. Given $Z_{k}$ and $B$ fixed, rewrite the objective function in Eq. (9) with respect to $\alpha$ as follows,
$\min _{\alpha} \sum_{k=0}^{K} \alpha_{k}\left\|P_{k}-B Z_{k}\right\|_{F}^{2}$,
s.t. $: \sum_{k=0}^{K} \alpha_{k}=1, \alpha_{k} \geq 0$

The optimal solution to $\alpha$ in Eq. (22) is $\alpha_{k}=1$ corresponding to the minimum $\left\|P_{k}-B Z_{k}\right\|_{F}^{2}$ and $\alpha_{k}=0$ otherwise. This solution means that only one order of $P_{k}$ is finally selected. However, the solution of a single order does not meet our objective on exploring the complementary property of multiple orders to get a better embedding.

Alternatively, we use a trick based on the work [38] to avoid the single order solution. We set $\alpha_{k}^{r} \leftarrow \alpha_{k}$ with $r>1$ and obtain the Lagrange of Eq. (23) as below,
$L(\alpha, \eta)=\sum_{k=0}^{K} \alpha_{k}^{r}\left\|P_{k}-B Z_{k}\right\|_{F}^{2}-\eta\left(\sum_{k=0}^{K} \alpha_{k}-1\right)$.
By setting the derivative of $L(\alpha, \eta)$ with respect to $\alpha_{k}$ and $\eta$ to zero, we obtain

$$
\begin{cases}\frac{\partial L(\alpha, \eta)}{\partial \alpha_{k}} & =\gamma \alpha_{k}^{r-1}\left(P_{k}-B C_{i}\right)-\eta=0  \tag{24}\\ \frac{\partial L(\alpha, \eta)}{\partial \lambda} & =\sum_{k=0}^{K} \alpha_{k}-1=0\end{cases}
$$

Then, $\alpha_{k}$ can be solved as follows,
$\alpha_{k}=\frac{\left(1 /\left\|P_{k}-B Z_{k}\right\|_{F}^{2}\right)^{1 /(r-1)}}{\left(\sum_{k=0}^{K} 1 /\left\|P_{k}-B Z_{k}\right\|_{F}^{2}\right)^{1 /(r-1)}}$.
Because $\left\|P_{k}-B Z_{k}\right\|_{F}^{2} \geq 0$, we have $\alpha_{k} \geq 0$ naturally.
The details of the algorithm are given in Algorithm 2. Empirical studies show that the algorithm takes a few iterations to converge. For example, in our experiments $B$ is iteratively computed and converges around $2-10$ iterations.

## 5. Performance analysis

In this section, we answer the question why the WeisfeilerLehman proximity matrix $P$ in Definition 1 can effectively capture data dependence between node links and attributes. The proximity matrix $P$ is built on the Weisfeiler-Lehman graph kernels [17], which essentially is an information aggregation process that aggregates neighboring nodes' information to a target node. The parameter $k$ in matrix $P$ controls the number of layers of neighboring nodes, and the parameter $\gamma$ controls the degree of Laplacing smoothing. Next, we discuss the connections of matrix $P$ with Weisfeiler-Lehman graph kernels, Laplacian smoothing and GCNs.

```
Algorithm 2 Low-Bit Quantization for Attributed Network Repre-
sentation Learning.
```

```
Input: Graph structure \(A\), node attribute \(X\), dimension \(d\), \# of it-
```

Input: Graph structure $A$, node attribute $X$, dimension $d$, \# of it-
erations $t_{1}$ and $t_{2}$, parameters $K, \beta, \rho, r, N$
erations $t_{1}$ and $t_{2}$, parameters $K, \beta, \rho, r, N$
Output: Low-bit representation matrix $B$
Output: Low-bit representation matrix $B$
Initialize $Z_{k}, B, \lambda$ randomly, Let auxiliary matrix $Q=B$
Initialize $Z_{k}, B, \lambda$ randomly, Let auxiliary matrix $Q=B$
Repeat until converge or reach $t_{1}$
Repeat until converge or reach $t_{1}$
$Z_{k}$-Step: Calculate $Z_{k}$ by $Z_{k}=\left(\alpha_{k} B^{T} B+\alpha I\right)^{-1} \alpha_{k} B^{T} P_{k}$
$Z_{k}$-Step: Calculate $Z_{k}$ by $Z_{k}=\left(\alpha_{k} B^{T} B+\alpha I\right)^{-1} \alpha_{k} B^{T} P_{k}$
$B$-Step: Repeat until converge or reach $t_{2}$
$B$-Step: Repeat until converge or reach $t_{2}$
Update $\quad B \quad \operatorname{using} B^{t+1}=\left(\sum_{k=0}^{K} \alpha_{k} P_{k} Z_{k}^{T}+\rho Q^{t}-\right.$
Update $\quad B \quad \operatorname{using} B^{t+1}=\left(\sum_{k=0}^{K} \alpha_{k} P_{k} Z_{k}^{T}+\rho Q^{t}-\right.$
$\left.\rho \lambda^{t}\right)^{-1}\left(\sum_{k=0}^{K} \alpha_{k} Z_{k} Z_{k}^{T}+\rho I\right)$
$\left.\rho \lambda^{t}\right)^{-1}\left(\sum_{k=0}^{K} \alpha_{k} Z_{k} Z_{k}^{T}+\rho I\right)$
Update $Q$ using $Q=\prod_{0, \pm 1, \pm 2 \ldots, \pm N}\left(B^{t+1}+\lambda^{t}\right)$
Update $Q$ using $Q=\prod_{0, \pm 1, \pm 2 \ldots, \pm N}\left(B^{t+1}+\lambda^{t}\right)$
Update $\lambda$ using $\lambda^{t+1}:=\lambda^{t}+B^{t+1}-Q^{t+1}$
Update $\lambda$ using $\lambda^{t+1}:=\lambda^{t}+B^{t+1}-Q^{t+1}$
$\alpha$-Step: Calculate $\alpha_{k}=\frac{\left(1 /\left\|P_{k}-B Z_{k}\right\|_{F}^{2}\right)^{1 /(r-1)}}{\left(\sum_{k=0}^{K} 1 /\left\|P_{k}-B Z_{k}\right\|_{F}^{2}\right)^{1 /(r-1)}}$.
$\alpha$-Step: Calculate $\alpha_{k}=\frac{\left(1 /\left\|P_{k}-B Z_{k}\right\|_{F}^{2}\right)^{1 /(r-1)}}{\left(\sum_{k=0}^{K} 1 /\left\|P_{k}-B Z_{k}\right\|_{F}^{2}\right)^{1 /(r-1)}}$.
return matrix $B$

```
    return matrix \(B\)
```


### 5.1. Connection with Weisfeiler-Lehman graph kernels

The idea of aggregating information from neighboring nodes to a target node originated from the Weisfeiler-Lehman graph kernels [17], where the parameter $k$ controls the layers of neighboring nodes joining the information aggregation. The original idea of the Weisfeiler-Lehman algorithm is to augment the node labels by the sorted set of node labels of their neighboring nodes, and then compress these augmented labels into new, short labels.

Theorem 1. Let $k=1, \gamma=1$, and $P=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X$, then $P$ is a one-layer Weisfeiler-Lehman graph kernel.
Proof. When $\gamma=1, k=1$, then $P=\tilde{D}^{-1} \tilde{A} X=P^{(1)}$. Let $h_{i}^{(k)}$ be the information of node $v_{i}$ in the $k$ th iteration, and $N_{i}$ be the neighbors of $v_{i}$. Define a linear aggregation function, integrating neighboring nodes' information and the target node's information under the Weisfeiler-Lehman algorithm, we can obtain the following information propagation rule,
$h_{i}^{(k)}=h_{i}^{(k-1)}+\sum_{j \in N_{i}} h_{j}^{(k-1)}$.
Such an information propagation rule can be further rewritten into a compact matrix form as follows,
$H^{(k)}=\tilde{A} H^{(k-1)}$,
where $\tilde{A}=A+I$, which adds a self-loop to each node in the network. $\tilde{D}=\operatorname{diag}\left(\tilde{d}_{1}, \ldots, \tilde{d}_{n}\right)$ is the degree matrix of $\tilde{A}$. Normalizing the matrix $\tilde{A}$ by its degree matrix $\tilde{D}$, we obtain
$H^{(k)}=\tilde{D}^{-1} \tilde{A} H^{(k-1)}$.
At the beginning of the aggregation, i.e., $k=1, H^{(0)}=X$, then $H^{(1)}=P^{(1)}$. Thus $P^{(1)}$ is a one layer Weisfeiler-Lehman graph kernel.

Apparently, Weisfeiler-Lehman graph kernel is essentially the process of aggregating neighboring nodes' information towards the target node.

### 5.2. Connection with laplacian smoothing

We analyze the relationship between matrix $P$ and the Laplacian smoothing [20]. Given the representation $h_{i}$ of node $v_{i}$, the laplacian smoothing can be considered as a new representation of a target node by using a weighted information aggregation of the target node itself and its neighbors, i.e.,
$y=(1-\gamma) h_{i}+\gamma \sum_{j \in N_{i}} \frac{\tilde{a_{i j}}}{\tilde{d}_{i}} h_{j}, \quad \gamma \in[0,1]$,
where $\tilde{a}_{i j}$ denotes an element of matrix $\tilde{A}$ (the adjacency matrix with self-loop), and $\tilde{d}_{i}$ is the degree of node $v_{i}$.

Theorem 2. The Weisfeiler-Lehman proximity matrix $\quad P=$ $\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} * X$ is a $k$-layer network Laplacian smoothing.
Proof. Given an input matrix $H^{(k-1)}$, the new representation $H^{(k)}$ can be learned by a function with a parameter matrix $W^{(k-1)}$. By following Eq. (29) on each dimension of $H^{(k-1)}$, we have
$h_{i}^{(k)}=\left[(1-\gamma) h_{i}^{(k-1)}+\gamma \sum_{j \in N_{i}} \frac{\tilde{a_{i j}}}{\tilde{d}_{i}} h_{j}^{(k-1)}\right] w_{i}^{(k-1)}$.
Then, the compact matrix form can be written as follows,

$$
\begin{align*}
H^{(k)} & =\left[(1-\gamma) H^{(k-1)}+\gamma \tilde{D}^{-1} \tilde{A} H^{(k-1)}\right] W^{(k-1)}  \tag{31}\\
& =\left[H^{(k-1)}-\gamma \tilde{D}^{-1}(\tilde{D}-\tilde{A}) H^{(k-1)}\right] W^{(k-1)} \\
& =\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right) H^{(k-1)} W^{(k-1)} .
\end{align*}
$$

After repeated Laplacian smoothing calculations on attributes $X$, we obtain the update rule,
$H^{(1)}=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right) X W^{(0)}$
$H^{(2)}=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right) H^{(1)} W^{(1)}$

$$
=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{2} X W^{(0)} W^{(1)}
$$

$H^{(k)}=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X W^{(0)} W^{(1)} \ldots W^{(k-1)}$.
Let $W=W^{(0)} W^{(1)} \ldots W^{(k-1)}$, then $H^{(k)}=\left(I-\gamma \tilde{D}^{-1} \tilde{L}\right)^{k} X \cdot W=$ $P \cdot W$. This result shows that our Weisfeiler-Lehman proximity matrix $P$ is a $k$-layer Laplacian smoothing.

The $k$-layer Laplacian smoothing enables a node to incorporate deep information from neighbors. Our experiments also validate the method.

### 5.3. Connection with graph convolutional networks

The Weisfeiler-Lehman proximity matrix $P$ defines a variant of graph convolutional networks.
Theorem 3. Let $\gamma=1, W \in R^{m \times d}$, then $Z=P \cdot W$ is a $k$-layer graph convolutional network.

Proof. Let $\gamma=1$, then the update rule is $H^{(k)}=(I-$ $\left.\tilde{D}^{-1} \tilde{L}\right) H^{(k-1)} W^{k-1}$. By replacing the normalized Laplacian matrix $\tilde{D}^{-1} \tilde{L}$ with a symmetrically normalized Laplacian matrix $\tilde{D}^{-\frac{1}{2}} \tilde{L} D^{-\frac{1}{2}} H^{(k-1)}$, the update rule becomes,
$H^{(k)}=\tilde{D}^{-\frac{1}{2}} \tilde{A} D^{-\frac{1}{2}} H^{(k-1)} W^{(k-1)}$.
This is exactly a one-layer graph convolutional network with a linear activation function. The update rule is an alternative of graph convolutional networks. Similarly, the $k$-layer graph convolutional network becomes $H^{(k)}=P \cdot W$.

Theorem 3 indicates that the Weisfeiler-Lehman proximity matrix resembles the layer-wise information aggregation matrix in GCNs. While GCNs use a nonlinear activation function as the output, our algorithm employs a binary mapping (hashing) for embedding. Furthermore, we restrict $\gamma \in[0,1]$ and gain more flexibility in incorporating a target node's information and its neighboring nodes' information.

## 6. Experiments

In this section, we evaluate the performance of BANE and LQANR on node classification and link prediction tasks. Node classification is popularly used to estimate the performance of network embedding methods. The link prediction task is a popular testbed for evaluating model efficiency.

Table 1
Dataset Description.

| Datasets | \# Nodes | \# Edges $x\|E\|$ | \# Attributes | \# Labels |
| :--- | :--- | :--- | :--- | :--- |
| Cora | 2708 | 5429 | 1433 | 7 |
| Citeseer | 3327 | 4732 | 3703 | 6 |
| Wiki | 2405 | 17,981 | 4973 | 19 |
| BlogCatalog | 5196 | 171,743 | 8189 | 6 |

### 6.1. Experimental setup

Datasets. Four real-world attributed networks are used as testbed. They are popularly used in previous work [11,13]. Statistics of the datasets are summarized in Table 1.

- Cora contains 2708 machine learning papers from seven classes and 5429 links. The links are citation relationships between the documents. Each document is described by a binary vector of 1433 dimensions indicating the presence of the corresponding word.
- Citeseer contains 3312 publications from six classes and 4732 links. Similar to Cora, the links are citation relationships between the documents and each paper is described by a binary vector of 3703 dimensions.
- Wiki contains 2405 documents from 19 classes and 17,981 links. It is a co-occurrence network of words appearing in the first million bytes of Wikipedia dump.
- BlogCatalog is a blogger community, where users interact with each other and form a network. Users are allowed to generate keywords as a short description of their blogs. These keywords are severed as node attributes. Users also register their blogs under predefined categories, where are set as labels.

Baseline Methods. We compare our method with state-of-theart methods. DeepWalk and node2vec use plain network structure for embedding. TADW, HSCA and LANE use both network structure and attributes.

- DeepWalk [6] involves language modeling techniques to analyze the truncated random walks on a graph. It embeds the walking tracks as sentences, and each vertex corresponds to a unique word.
- Node2vec [7] uses a biased random walk algorithm that can efficiently explore neighborhood architecture.
- TADW [11] incorporates textual features of nodes into network representation learning under the framework of matrix factorization. It factorizes network structure matrix into the product of three matrices by applying the inductive matrix completion. Then, it builds a unified matrix for network representations by concatenating the two decomposed matrix.
- HSCA [39] proposes to explicitly enforce the homophily property of connected nodes in the learned representation space so as to learn an effective network representation. By simultaneously augmenting homophily, structural context, and node attributes, the representations can better capture the interplay between node content information and network structure.
- LANE [13] models the structural proximities in the attributed network and labels based on pairwise similarities. Then, it jointly maps them into an identical embedding space via three relevant correlation projections.
Settings and Metrics. For fair comparisons, we set the embedding dimension $d=100$ for all baselines. All the parameters are set to be the default values. For node classification, we randomly sample a portion of labeled nodes for training and the rest for testing. The training ratios range from $10 \%$ to $90 \%$ with an increasing step of $20 \%$. We use 10 -fold cross validation and repeat the testing for 10 times. The performance of all the methods are evaluated in

Table 2
Node Classification Results ( $d=100$ ).

| Datasets | Ratios | Micro-F1 (\%) |  |  |  |  | Macro-F1(\%) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10\% | 30\% | 50\% | 70\% | 90\% | 10\% | 30\% | 50\% | 70\% | 90\% |
| Cora | DeepWalk | 63.71 | 73.50 | 78.83 | 80.29 | 81.20 | 61.02 | 71.65 | 77.63 | 79.08 | 79.83 |
|  | Node2vec | 67.10 | 77.30 | 81.22 | 82.68 | 83.52 | 66.56 | 76.50 | 80.14 | 81.61 | 82.28 |
|  | TADW | 81.50 | 84.97 | 85.78 | 86.23 | 86.93 | 79.71 | 83.35 | 84.26 | 84.44 | 85.35 |
|  | HSCA | 75.21 | 81.25 | 85.10 | 85.97 | 86.38 | 73.42 | 80.10 | 84.01 | 84.41 | 84.82 |
|  | LANE | 67.21 | 70.15 | 73.38 | 76.91 | 80.81 | 66.39 | 68.49 | 72.67 | 75.32 | 79.95 |
|  | BANE | 81.88 | 85.32 | 86.35 | 87.06 | 88.30 | 80.23 | 84.26 | 85.19 | 85.76 | 87.11 |
| Citeseer | DeepWalk | 43.24 | 49.06 | 54.41 | 56.16 | 56.31 | 40.57 | 45.65 | 49.33 | 50.32 | 49.17 |
|  | Node2vec | 48.56 | 55.77 | 62.55 | 63.66 | 63.69 | 46.78 | 53.92 | 58.09 | 59.42 | 60.47 |
|  | TADW | 69.38 | 71.48 | 72.18 | 72.75 | 72.84 | 61.80 | 64.62 | 65.83 | 66.54 | 67.03 |
|  | HSCA | 69.47 | 71.54 | 72.61 | 73.66 | 73.96 | 61.62 | 64.80 | 65.98 | 66.70 | 67.21 |
|  | LANE | 53.81 | 60.72 | 61.65 | 63.58 | 67.77 | 50.33 | 57.05 | 58.14 | 60.63 | 63.60 |
|  | BANE | 70.24 | 72.55 | 73.78 | 74.55 | 75.08 | 62.37 | 65.73 | 67.63 | 68.44 | 69.35 |
| Wiki | DeepWalk | 56.95 | 61.44 | 63.71 | 65.33 | 66.55 | 45.36 | 48.37 | 50.63 | 52.28 | 52.81 |
|  | Node2vec | 57.83 | 62.25 | 63.70 | 65.31 | 66.36 | 45.88 | 49.90 | 50.78 | 52.22 | 52.04 |
|  | TADW | 67.04 | 71.25 | 72.36 | 73.19 | 74.33 | 46.76 | 51.45 | 52.76 | 53.07 | 53.22 |
|  | HSCA | 68.75 | 71.87 | 73.35 | 74.71 | 77.05 | 46.30 | 52.03 | 53.57 | 54.57 | 54.90 |
|  | LANE | 62.95 | 69.04 | 70.45 | 72.01 | 73.24 | 46.38 | 50.73 | 52.34 | 54.62 | 55.12 |
|  | BANE | 71.41 | 77.07 | 78.91 | 79.76 | 80.49 | 46.81 | 54.83 | 56.95 | 58.43 | 58.04 |
| BlogCatalog | DeepWalk | 69.58 | 78.24 | 79.37 | 80.78 | 81.12 | 68.65 | 76.85 | 78.46 | 80.01 | 80.54 |
|  | Node2vec | 72.43 | 79.05 | 82.36 | 83.40 | 84.95 | 71.54 | 77.27 | 80.81 | 80.95 | 82.03 |
|  | TADW | 82.50 | 86.56 | 87.82 | 89.20 | 89.78 | 82.29 | 86.35 | 87.60 | 89.04 | 89.53 |
|  | HSCA | 82.10 | 85.89 | 87.64 | 89.01 | 89.47 | 81.56 | 85.36 | 87.02 | 88.43 | 89.11 |
|  | LANE | 85.23 | 88.56 | 89.64 | 89.89 | 90.08 | 85.05 | 88.27 | 89.35 | 89.59 | 89.95 |
|  | BANE | 86.21 | 89.04 | 89.55 | 89.85 | 89.88 | 85.71 | 88.74 | 89.30 | 89.55 | 89.59 |

terms of Micro-F1 and Macro-F1. For link prediction, we randomly sample $90 \%$ neighbors of each node for training and the rest for testing. We also repeat the recommendation procedure 10 times and evaluate the performance of all the methods in terms of AUC, which represents the probability that a randomly selected unobserved link is more similar than a randomly selected non-existent one.

### 6.2. Node classification results

For all the datasets, we reduce the dimension of node attributes to 200 by using SVD decomposition on $X$. The preprocessing reduces the number of parameters in factorization. We use SVM for node classification. The embedding dimension $d$ is set to 100 and the regularization parameter $\alpha$ is set to 0.001 .

Table 2 lists the results of node classification. We summarize as follows. First, BANE significantly outperforms DeepWalk and node2vec on all the four datasets with respect to both Micro-F1 and Macro-F1 under five different training ratios from $10 \%$ to $90 \%$. The results indicate that combining node links and attributes can substantially improve embedding accuracy. Second, BANE outperforms all the structure and attributes embedding algorithms on Cora, Citeseer and Wiki in terms of both Micro-F1 and Macro-F1 under different training ratios. The classification results are significantly higher than the other baseline methods by $3 \%$ on the Wiki dataset. The accuracy is marginally lower than LANE on the BlogCatalog dataset when training ratio increasing from $50 \%$ to $90 \%$. The results indicate the effectiveness and robustness of BANE to handle both structure and attribute information. Third, BANE is the only binarized representation method. The results show that binary representation does not necessarily lead to accuracy loss. In fact, it may avoid the trap of over-fitting. Fourth, BANE performs stably better than all the other benchmarks when the training ratio is low. For example, the Micro-F1 result on Wiki with $10 \%$ training reaches 0.714 , which is much higher than the second highest 0.687 from HSCA. The accuracy results of most baseline methods drop rapidly when the training ratio decreases, because their node representations are noisy and inconsistent from training to testing.

Table 3
Link Prediction Results on the Four Datasets.

|  | Cora | Wiki | BlogCatalog | Citeseer |
| :--- | :--- | :--- | :--- | :--- |
| DeepWalk | 83.10 | 80.46 | $\mathbf{6 3 . 2 9}$ | 80.56 |
| Node2vec | 81.59 | 78.91 | 60.31 | 80.24 |
| TADW | 89.77 | 89.86 | 60.40 | 93.80 |
| HSCA | 87.01 | 87.45 | 60.35 | 93.50 |
| LANE | 86.07 | 77.21 | 58.97 | 77.18 |
| BANE | $\mathbf{9 3 . 5 0}$ | $\mathbf{9 0 . 9 0}$ | 61.44 | $\mathbf{9 5 . 5 9}$ |

Instead, BANE learns jointly from node links and attributes by using high layer Weisfeiler-Lehman matrix. Thus, the results of BANE contain less noise and are more robust.

### 6.3. Link prediction results

Table 3 shows the results of link predictions on the four datasets. We randomly sample $90 \%$ neighbors of each node for training and the rest for testing. We measure the performance by AUC. The observations are as follows. First, our method significantly outperforms baselines on Cora, Wiki and Citeseer. The AUC scores reach $93.5 \%$ on Cora and $95.6 \%$ on Citeseer. Second, converting real-valued numbers into binary representation improves the link prediction accuracy. This is because the binary representation can alleviate the over-fitting problem and it is more intuitional to express the Yes/No option for recommendation. Moreover, binary representation can replace the dot-product similarity computation with bit-wise Hamming distance. Thus, the speed of training can be significantly improved.

### 6.4. Parameter study

We test the three parameters, tradeoff parameter $\gamma$, the layer of aggregation $k$, and the embedding dimension $d$.

### 6.4.1. Tradeoff parameter $\gamma$ and the layer parameter $k$

We test parameter $k$ by varying its value from 1 to 6 , and $\gamma$ from 0 to 1 with a stepsize of 0.1 . The training ration is set to


Fig. 2. Node classification results in terms of Micro-F1 with respect to parameters $\gamma$ and $k$. (a) Cora, (b) Citeseer, (c) Wiki, and (d) BlogCatalog.
0.9. The Micro-F1 results on the four datasets are shown in Fig. 2. From the figure, we have the following observations. First, the Cora and Citeseer datasets reflect similar patterns. The classification accuracy increases with $\gamma$ and achieves the highest value when $\gamma$ reaches 0.6 to 0.8 . After that, the accuracy gradually drops. When $\gamma=0$, we only use the node attributes, so the classification results are the lowest. For example, 0.7 on Cora and 0.67 on Citeseer. Generally, when $k$ falls into the range of 4 to 6 , we obtain the best results, which shows that the number of layers of node neighbors is important. Second, on Wiki the best result is observed when $k=1$. Increase $k$ results in lower accuracy results. When $\gamma$ between 0 and 0.3 , we obtain the best performance. Then, the accuracy drops with increasing $\gamma$. Third, on BlogCatalog when $\gamma$ is less than 0.4 , a larger $k$ obtains a better accuracy result. However, when $\gamma$ is large, a small $k$ shows better accuracy and the overall result drops quickly.

### 6.4.2. Node embedding dimension $d$

We test the embedding dimension $d$ from 20 to 300 with a stepsize of 20 . The node classification results on the datasets are shown in Fig. 3a. We can observe that the performance of network embedding improves with $d$ increasing to 160 . Then, the results become stable when code length continuously increases to 300 .

The link prediction results with varying embedding dimension $d$ are shown in Fig. 3b. With the increasing of embedding dimension, the AUC scores increase rapidly to top when the dimension ranges from 60 to 100 . Then, the results remain stable when increasing $d$, until the dimension reaches 260 . The results show that
the binary representation can deliver competitive link prediction results even though the embedding dimension is low.

### 6.5. Binarized vs real-valued Weisfeiler-Lehman matrix factorization

We also compare the original binary BANE model with its realvalued variant (BANE-r for short) by removing the binary constraint in Eq. (1).

The overall procedure is the same as BANE. We can easily get the closed form solution for both $B$ and $Z$ at each update. Table 4 shows the classification accuracy on the four datasets with training ratios range from $10 \%$ to $90 \%$ and the embedding dimension $d=$ 100.

When comparing BANE-r with BANE, we can observe that the real-valued embedding receives slightly higher accuracy results than binary embedding on Cora, Citeseer and Blogcatalog when the training ratios increase from $30 \%$ to $90 \%$. Nevertheless, if the training ratio is as low as $10 \%$, the binary embedding beats the realvalued embedding. For example, the classification Micro-F1 on the Citeseer dataset with $10 \%$ training ratio is 70.24 of BANE versus 67.91 of BANE-r. On the Wiki dataset, the Micro-F1 scores of BANE are higher than that of BANE-r at all training ratios, but the MacroF1 scores are lower.

From the comparison results, we can conclude that the binary embedding BANE obtains competitive embedding results as realvalued embedding, especially when the training ratio is low. The reasons may be as follows: First, binary constraints can be viewed as adding non-linear features to the linear matrix factorization, so linear classification on binary codes is equivalent to learning a


Fig. 3. Comparisons with respect to dimensions (bits) d. (a) Classification Results; (b) Link Prediction Results.
Table 4
Node classification results between real-valued embedding and binarized embedding.

| Datasets | Models | Micro-F1 |  |  |  |  | Macro-F1 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10\% | 30\% | 50\% | 70\% | 90\% | 10\% | 30\% | 50\% | 70\% | 90\% |
| Cora | BANE-r | 80.94 | 86.70 | 87.56 | 87.87 | 89.00 | 79.75 | 85.64 | 86.46 | 86.61 | 87.92 |
|  | BANE | 81.88 | 85.32 | 86.35 | 87.06 | 88.30 | 80.23 | 84.26 | 85.19 | 85.76 | 87.11 |
| Citeseer | BANE-r | 67.91 | 74.15 | 75.17 | 75.82 | 76.01 | 61.77 | 69.11 | 70.47 | 71.18 | 71.78 |
|  | BANE | 70.24 | 72.55 | 73.78 | 74.55 | 75.08 | 62.37 | 65.73 | 67.63 | 68.44 | 69.35 |
| Wiki | BANE-r | 63.82 | 71.04 | 74.76 | 75.65 | 77.44 | 48.71 | 60.55 | 65.53 | 67.20 | 72.21 |
|  | BANE | 71.41 | 77.07 | 78.91 | 79.76 | 80.49 | 46.81 | 54.83 | 56.95 | 58.43 | 58.04 |
| Blogcatalog | BANE-r | 82.75 | 89.07 | 90.39 | 91.15 | 92.02 | 82.47 | 88.90 | 90.23 | 91.01 | 91.83 |
|  | BANE | 86.21 | 89.04 | 89.55 | 89.95 | 89.88 | 85.71 | 88.74 | 89.30 | 89.75 | 89.59 |



Fig. 4. Comparison BANE with VGAE for Link Prediction.
nonlinear classifier on the original data. Second, the limited two values of binary codes can alleviate the possible over-fitting problem and obtain encouraging results, even when the training ratio is very small.

### 6.6. Comparison with GCNs

We also compare our algorithm with a variant of GCNs, i.e., the Variational Graph Auto-Encoders (VGAE) [40], which learns a GCN as an autoencoder for link prediction. VGAE uses $85 \%, 5 \%, 10 \%$ edges for training, validation, and testing. To simulate the settings of VGAE as close as possible, we randomly select $85 \%$ edges for training and $10 \%$ for testing for BANE. We repeat the process 10 times and calculate their average. The results are shown in Fig. 4.

The results show that BANE beats VGAE for the given link prediction task. This is because the tradeoff parameter $\gamma$ in the Weisfeiler-Lehman proximity matrix provides extra flexibility to model data dependence between node links and attributes. However, finding the best parameter $\gamma$ to fully unleash the power of the BANE model is not a trivial work, we will consider to use automated machine learning to search the best parameter in the future work.


Fig. 5. Speedup of link prediction by LQANR.

### 6.7. Low-bit quantization representation (LQANR)

### 6.7.1. Speedup of LQANR

As shown in Fig. 5, low-bit representation also accelerates link prediction speed by replacing the dot-product similarity computation with bit-wise Hamming distance. The figure shows the speedup of 100 and 200 dimension nearest search via hamming distance compared to dot-product. The results show that largesized networks gain significant speedup.

### 6.7.2. Parameter study

We test four parameters, bit-width decided by $N$, embedding dimension $d$, proximity matrix maximum order $K$ and weights of $P_{k}$ impacted by $r$.

First, we study different kinds of bit-width for discrete node embedding. We test binary quantization, ternary quantization, onebit shift quantization and two-bits shift quantization. The node classification result on the Cora dataset with respect to different bit-width values is shown in Table 5. We can observe that the classification accuracy increases with bit-width. For example, the


Fig. 6. Parameter studies w.r.t. embedding $d$ and $\alpha_{k}$.

Table 5
Node classification (Micro-F1) w.r.t. bit-width.

| Bit-width | $10 \%$ | $30 \%$ | $50 \%$ | $70 \%$ | $90 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathbf{( 1 , - 1 )}$ | 80.16 | 84.13 | 84.9 | 85.38 | 86.33 |
| $\mathbf{( - 1 , 0 , 1 )}$ | 83.00 | 85.91 | 86.74 | 87.27 | 87.70 |
| $\mathbf{( - 2 , \mathbf { 1 } , \mathbf { 0 } , \mathbf { 1 } , \mathbf { 2 } )}$ | 83.40 | 86.46 | 87.22 | 87.68 | 88.33 |
| $\mathbf{( - 4 , \ldots , \mathbf { 4 } )}$ | 83.51 | 86.53 | 87.34 | 87.70 | 88.85 |

Table 6
Node classification (Micro-F1) w.r.t. K on Cora.

| Order $K$ | $10 \%$ | $30 \%$ | $50 \%$ | $70 \%$ | $90 \%$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\mathrm{~K}=2$ | 82.29 | 85.46 | 85.97 | 86.12 | 86.37 |
| $\mathrm{~K}=3$ | 82.69 | 85.58 | 86.44 | 86.90 | 87.56 |
| $\mathrm{~K}=4$ | 82.67 | 85.62 | 86.62 | $\mathbf{8 7 . 3 6}$ | 87.44 |
| $\mathbf{K}=\mathbf{5}$ | $\mathbf{8 3 . 0 0}$ | $\mathbf{8 5 . 9 1}$ | $\mathbf{8 6 . 7 4}$ | 87.27 | 87.70 |
| $\mathrm{~K}=6$ | 82.63 | 85.70 | 86.43 | 87.03 | $\mathbf{8 8 . 1 1}$ |

Micro-F1 score increases from 80.16 when $B$ is represented by $\{-$ $1,1\}$ to 83.51 when $B$ is represented by $\{-4,-2, \ldots, 2,4\}$.

Second, we test the embedding dimension $d$ from 20 to 200 with a stepsize of 20 . The link prediction results are shown in Fig. 6a. We can observe that the performance of network embedding improves with $d$ increasing from 20 to 100 , and then remains stable when code length continuously increases. On the BlogCatalog dataset, the link prediction results are the lowest. This is because BlogCatolog contains more complicated structure and attribute information than the other datasets.

Third, we test node classification with different $K$. The results on Cora with $K$ arranging from 2 to 6 are shown in Table 6. It shows that $K=5$ is the best choice for Cora in many cases. The reason is that when $K$ is too large, it can cause over-smoothing for node attributes. However, small $K$ cannot fully propagate node attribute information in networks (Table 7).

Last, we test weights of $P_{k}$. Different $k$-hop matrices capture different steps of neighboring node attributes. The layer-wise weights $\alpha_{k}$ are impacted by $r$. We test on different datasets and find the best node classification results with the best parameter $r . r$ is usually between 1 and 10 for the tested datasets. We plot the distri-
bution of $\alpha_{k}$ on Citeseer with $K=5$ and $r=1.6$. From Fig. 6 b , we can observe that the higher order $P_{k}$ contributes heavier weights, which means combining more layers leads to better results.

### 6.7.3. Comparison

We compare LQANR with BANE on Cora, Citeseer, and BlogCatalog with respect to Micro-F1 and Macro-F1 under different training ratios. The results validate that LQANR performs slightly better than BANE, which is also very effectiveness and robustness. Moreover, LQANR can obtain any low-bit embedding, which is more flexible and accurate to capture attributed network information.

## 7. Conclusions

In this paper we study a new problem of discrete embedding for attributed networks, where we define a new Weisfier-Lehman proximity matrix to jointly encode data dependence between node links and attributes. Based on the new proximity matrix, we formulate a new binarized Weisfier-Lehman matrix factorization model to obtain binary node representation. Moreover, we extend the binary representation learning to even low-bit quantization learning for attributed networks. Theoretical studies show the close connections of the new proximity matrix with Weisfier-Lehman graph kernels, network smoothing, and graph convolutional networks (GCNs). Empirical results also validate the promising results compared with popular network embedding models. In the future, we will consider to use the automated machine learning methods (AutoML) to search the best parameters for the proposed BANE model. We expect that the Weisfier-Lehman proximity matrix can precisely capture data dependence between node links and attributes for any given large networks with minimal human efforts.
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Table 7
Node Classification Results ( $d=100$ ).

| Datasets | Models | Micro-F1 (\%) |  |  |  |  | Macro-F1(\%) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 10\% | 30\% | 50\% | 70\% | 90\% | 10\% | 30\% | 50\% | 70\% | 90\% |
| Cora | BANE | 81.88 | 85.32 | 86.35 | 87.06 | 88.30 | 80.23 | 84.26 | 85.19 | 85.76 | 87.11 |
|  | LQANR | 83.00 | 85.91 | 86.74 | 87.27 | 88.21 | 81.79 | 84.79 | 85.57 | 85.95 | 86.95 |
| Citeseer | BANE | 70.24 | 72.55 | 73.78 | 74.55 | 75.08 | 62.37 | 65.73 | 67.63 | 68.44 | 69.35 |
|  | LQANR | 70.41 | 72.73 | 73.80 | 74.67 | 75.20 | 62.94 | 66.11 | 67.80 | 68.72 | 69.62 |
| BlogCatalog | BANE | 86.21 | 89.04 | 89.55 | 89.85 | 89.88 | 85.71 | 88.74 | 89.30 | 89.55 | 89.59 |
|  | LQANR | 86.24 | 89.29 | 89.95 | 90.44 | 90.75 | 85.91 | 89.10 | 89.79 | 90.31 | 90.55 |
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