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Identify Topic Relations in Scientific Literature Using
Topic Modeling

Hongshu Chen, Ximeng Wang , Shirui Pan , and Fei Xiong

Abstract—Over the past five years, topic models have been
applied to bibliometrics research as an efficient tool for discov-
ering latent and potentially useful content. The combination of
topic modeling algorithms and bibliometrics has generated new
challenges of interpreting and understanding the outcome of topic
modeling. Motivated by these new challenges, this paper proposes
a systematic methodology for topic analysis in scientific literature
corpora to face the concerns of conducting post topic modeling
analysis. By linking the corpus metadata with the discovered
topics, we feature them with a number of topic-based analytic
indices to explore their significance, developing trend, and received
attention. A topic relation identification approach is then pre-
sented to quantitatively model the relations among the topics. To
demonstrate the feasibility and effectiveness of our methodology,
we present two case studies, using big data and dye-sensitized
solar cell publications derived from searches in World of Science.
Possible application of the methodology in telling good stories
of a target corpus is also explored to facilitate further research
management and opportunity discovery.

Index Terms—Bibliometrics, tech mining, text mining, topic
analysis.

I. INTRODUCTION

T ECHNOLOGY development today has dramatically accel-
erated the emergence of data that describes science, tech-

nology, and innovation (ST&I) activities, especially scientific
literature, and has brought the research on bibliometrics to the
age of big data [1]. To improve opportunities for collaboration
and funding, the ST&I data from various sources needs to be
fused to provide researchers with better understanding of the
overall technological landscape, and gain interpretable insights
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from the existing data [2], [3]. The growth of scientific publica-
tions, however, has created information overload [4], whereby
researchers, analysts, and decision makers face difficulties in
handling, understanding, and analyzing massive textual data [5],
[6]. Text mining as a valuable instrument for ST&I, in such cir-
cumstances, has attracted widespread interest in augmenting and
amplifying the capability of domain experts when dealing with
real-world tasks [7].

Text mining in bibliometrics research seeks to identify the
commonalities within scientific publications to shape the possi-
ble structures and relationships that underlie the data [8]. Much
effort has already been devoted to selecting valuable terms and
phrases, distinguishing the structures in text, or exploring the
similarities between documents to identify meaningful groups,
with text clustering, keyword-based morphology, term clump-
ing, and other techniques [9]–[13]. These approaches have been
confirmed as performing well in specific fields at specific scales,
however, they hold some major concerns. First, although sim-
ilarity measurement can provide a solid clustering result for
document groups, the relations among topics remain confusing
[14]. It is even more difficult to understand how information and
knowledge are spread by topic relations [15], since frequently
used document clustering models are mainly based on the sim-
ple assumption that each file is related to only one cluster or
one topic. Second, even though many approaches have achieved
sound clustering results, correlated postprocessing topic analy-
sis is seldom mentioned systematically. As a result, how to tell
good story using clustering products is still under discussion,
and demands further research and analysis.

Motivated by these concerns, this paper introduces a topic re-
lation identification methodology after applying topic modeling
to massive scientific literature. In past five years, topic model-
based approaches have attracted increasing interest in bibliomet-
rics [8], [16], [17]. Wei and Croft [18] have demonstrated that
topic models outperform most cluster-based approaches in infor-
mation retrieval. In particular, latent dirichlet allocation (LDA),
one of the most well-known probabilistic topic models, has been
applied in analyzing citation networks, time gaps, content com-
parison, and scientific maps of publications in various areas
[19]–[21]. This paper presents a methodology to fully bring the
superiority of LDA, providing an interpretable soft clustering of
documents, into play and overcomes the drawbacks of the lack
of metadata fusions in existing LDA implementations [22]. By
comprehensively linking publications’ metadata and the discov-
ered topics, we conduct a post topic modeling process to assist
the understanding of the clustering products, in which a number
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of analytic indices are proposed to quantitatively characterize
the topic-based weight, trend, and citation for all the topics. Fi-
nally, topic-based relations are identified to quantitatively model
the correlations and weights among the topics. To demonstrate
our approach, we present two case studies with big data and dye-
sensitized solar cell (DSSC) publications derived from searches
in World of Science (WoS). Topic-based analytic and relation
maps are given to visualize the networks of the identified topics.

The main contributions of this paper are summarized as
follows: 1) a systematic methodology for post topic modeling
analysis on a target corpus is provided; and 2) a topic relation
identification approach is presented to model the relations and
weights among discovered topics quantitatively.

The rest of this paper is organized as follows. Sec-
tion II—Related work reviews text clustering, LDA, and
topic modeling in scientiometrics research. Section III—
Methodology describes the full process of the proposed topic
relation identification methodology. Section IV—Case stud-
ies and result presents experiments using WoS papers to ex-
amine the methodology and then explains how to use it
in the context of real scientific literature analysis. Finally,
Section V concludes this paper.

II. RELATED WORK

A. Text Clustering and Postclustering Analysis

Text clustering aims to calculate the similarity between doc-
uments and reduce dimensionality by grouping massive items
into a small number of sets [12]. Citation-based clustering ap-
proaches [23], [24], content-based clustering approaches [25],
[26], and hybrid methods [27] have been successfully introduced
to bibliometrics research with varied performance [28]. Boyack
et al. [9] compared nine similarity analytical approaches with
two million biomedical publications and demonstrated that the
probabilistic topic-based model for content similarity measure-
ment proposed by Lin and Wilbur [29] performed best. The re-
sults of these approaches were mixed according to Boyack and
Klavans [30]. They usually performed well in limited scopes,
on a specific dataset, but could not be readily adapted to other
real-world datasets [14].

In existing research, the combination of traditional bibliomet-
ric approaches and text clustering has become a well-accepted
way to interpret the product of a clustering process, while out-
comes are explained using graphs, networks, maps, and so forth
[31], [32]. Technology roadmapping [33] is one of the best meth-
ods for joining textual knowledge and the results of bibliometric
analysis. The keyword clusters or meaningful groups of terms
are defined as “topics.” After topic detection, topic interpreta-
tion and topic visualization are the two research strengths of
postclustering analysis to present topical features [6], [22], [34].
The most frequently used indicators to reveal these features are
topical weight and trend, reflecting whether a topic is compara-
tively more prominent and will grow or decline in the near future
[35]. Based on the concept of weight, different terms are used to
characterize the visibility of a topic, for example, prominence,
importance, and hotness. In addition, as the fundamental of

investigating the patterns of emergence and topic evolution,
trend detection also drew great attention [36].

B. Topic Modeling in Bibliometrics Research

Topic models are generative models that measure the pos-
sibilities of the “co-occurrence” of topics and documents, and
then use their distributions to present concepts. Instead of sim-
ply modeling massive textual data based on “keywords and fre-
quency,” the semantic meaning of a concept can be better derived
by these words and topic distributions, also opening the possibil-
ity of better evaluating and understanding text mining outcomes
[20], [37]. In practice, LDA is the most frequently used topic
modeling approach that uses unsupervised learning to calculate
the properties of multinomial observations [38]. It estimates la-
tent topics and the probability of how various documents relate
to different topics [39].

Over the last five years, LDA has been applied to biblio-
metrics as an efficient tool for discovering underlying and po-
tentially useful content. Ding [19] introduced topic-dependent
ranks using a combination of a topic model and a weighted
PageRank algorithm; Liu and Chen [40] compared latent top-
ics identified from citing abstracts versus citing sentences to the
target reference using LDA; Yau et al. [8] investigated LDA
and its extensions by separating a set of scientific publications
into several clusters; De Battisti et al. [22] presented an LDA-
based postprocessing approach to describe a field of research
over time; and Suominen and Toivanen [21] validated an un-
supervised learning-based map of science with the assistance
of LDA.

C. Latent Dirichlet Allocation and Its Evaluation

In the areas of data mining and machine learning, LDA has
been used as a very efficient tool to assist topic discovery in
large volumes of textual data: Griffiths and Steyvers [41] applied
LDA-based topic modeling to discover the hot topics covered
by the scientific journal of PNAS; Yang and his colleagues [42]
proposed a topic expertise model for community question an-
swering based on LDA to jointly model topics and expertise;
Kim and Oh [43] proposed a framework based on LDA to iden-
tify important topics within news archives on the web; Bronia-
towski and Magee [44] studied knowledge boundaries barriers
to knowledge transfer in groups of experts using LDA, and so
forth.

The generative process of LDA is denoted by the joint distri-
bution of random variables [38], [45]. As shown in formula 1, the
overall documents are denoted as D, the term number of the dth
document is presented as Nd and the nth word in document d is
wd,n, which are all observable. The topic numbers K, the topic

proportions for the dth document
−→
ϑd, the topic assignments Zd,

and the vocabulary distribution for the kth topic −→ϕk, however,
are all latent random variables. α and β are two hyperparame-
ters that determine the amount of smoothing applied to the topic
distributions for each document and the word distributions for
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Fig. 1. Framework of posttopic modeling analysis and topic relation identifi-
cation method.

each topic.

p(−→wd,
−→zd ,−→ϑd, φ|−→α ,

−→
β ) =

Nd∏

n=1

p(wd,n|−→ϕ zd,n)

p(zd,n|−→ϑd)p(
−→
ϑd|−→α )p(φ|−→β ). (1)

The evaluation of topic models mainly focuses on how to
select models and parameters to reveal the precious insights of
latent semantic knowledge. This requirement leads the research
directly to the question of how to determine the quantity of topics
within an LDA implementation. Generally, higher values will
increase processing time, while lower values will produce large
topical granularity [46]. To the best of our knowledge, likelihood
[41] and perplexity [22] are the two main approaches that have
been used to decide topic numbers when modeling scientific
topics.

III. METHODOLOGY

We retrieved the abstracts of the WoS articles within the target
technological scope. The corpus also consists of the metadata
and citations of those publications, including ISI unique article
identifier, publication year, authors, affiliations, and so forth.
Each abstract constitutes one text document, while the publica-
tion metadata and the citation comprise two single files. After
data retrieval, we process the data and conduct topic model-
ing, to first discover the latent topics of the corpus and then
understand the full landscape of the target area by revealing the
features reflecting whether a topic is comparatively more visible
and has potential to grow. A topic relation identification method
is proposed to finally reveal the topical network systematically.
An overview of the framework we used for post topic modeling
analysis is shown in Fig. 1.

A. Topic Modeling

1) Text Cleaning: LDA follows the assumption bag of words
[39]. Every unique term in the target corpus is counted when
assigning words to themes, and hence unnecessary or mean-
ingless elements need to be removed before topic modeling. In

order to maintain technical vocabularies only, the terms in our
target corpus must be cleaned and consolidated. First, textual
data is segmented into a unique vocabulary list. All punctuation
and nonalphabetic characters are removed, leaving only plain
English terms. We then apply a stop words list,1 publication-
related thesauri [12], and high frequency academic words list2

to remove meaningless terms that provide little or no contribu-
tion to the technological topics. Given we want the final model
to return unobserved, but potentially useful concepts and topics,
not general ideas, we consolidate and exclude all the common
words used in that scientific area. The identification for the com-
mon words is a combined process of statistical calculation and
expert decision making. The top terms appearing in more than
50% of the total records need to be presented to domain experts,
seeking their advice to keep, remove, or combine the terms. For
example, DSSC publications are used in one of our case stud-
ies, following suggestions of experts, we removed the terms of
DSSCs, solar, and cell from the corpus and combined another
two high-frequency terms, titanium dioxide, into one phrase,
titanium dioxide.

2) Parameters Setting: In majority of the cases, we prefer
a model to characterize documents by few topics and also as-
sign few terms to each topic for better interpretation. This can
be done by lowering the values of α and β in the LDA-based
topic model, which will result in more decisive topic associa-
tions [46]. In practice, α and β are usually set as 0.5 and 0.01
to provide a fine-grained decomposition of the document col-
lection [41]. Actually, nonparametric LDA models have been
developed in the machine learning research, which can deter-
mine the number of topics in a probabilistic perspective auto-
matically. However, such number sometimes can be too large for
human interpretation. In this paper, we determine the parameter
K based on perplexity calculation and also prior knowledge.
We run a number of experiments for the number of topics in an
interval [10, 50] and compute the perplexity scores to measure
how well a trained model fits the dataset with a specific choice
of K. The larger the perplexity score is, the higher misrepre-
sentation of the words of the document set it indicates. With the
help of expert knowledge, the K value presents comparatively
better representation of the words with lower perplexity value is
selected.

Perplexity is defined as the reciprocal geometric mean of the
likelihood of a test corpus [31], [47] as follows:

Perplexity(D) = exp−
∑M

d=1 log(p(w))∑M
d=1 Nd

(2)

where Nd is the document length of document d in D, which
has M documents, and

∑
log(p(w)) represents the likelihood

of a corpus given the trained model.

1SMART Stopword List: [Online]. Available: http://jmlr.csail.mit.edu/papers/
volume5/lewis04a/a11-smart-stop-list/english.stop

2Academic Vocabulary: [Online]. Available: http://www.nottingham.ac.uk/
alzsh3/acvocab/word-lists.htm

http://www.jmlr.csail.mit.edu/papers/volume5/lewis04a/a11-smart-stop-list/english.stop
http://www.nottingham.ac.uk/alzsh3/acvocab/wordlists.htm
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B. Post Topic-Modeling Analysis and Topic
Relation Identification

Focusing on the major concerns of telling good story in topic
analysis, also measuring the relations among topics by assigning
one file to different topics, we fuse the corpus metadata with the
discovered topics. A number of analytic indices are proposed
to quantitatively characterize the topic-based weight, trend, and
attention, and a topic relational network is proposed to gain
insight on a semantic level.

1) Metadata Fusion: LDA is generally used as a simple topic
identification tool working on textual data in the existing biblio-
metrics research, as it is difficult and time consuming to analyze
no matter topic trend or relations since temporal, spacial, or re-
lational features of the corpus are presented in the metadata. As
a result, linking the metadata in LDA implementations remains
an effective approach to these problems.

In the perspective of topic modeling, topics are the semanti-
cally meaningful decompositions of the target corpus; vice versa,
every document covers multiple topics with different proportion.
We name documents in the corpus with their ISI unique article
identifiers, in which a unique key array can be extracted from
the metadata. For a document i, the topic with the highest pro-
portion can be denoted as ti(1st)

. This new feature, ti(1st)
is then

assigned to all the articles; a group of corresponding ISI unique
identifiers thus can be listed for each topic. Topics are then linked
with metadata via the identifiers. It is worth noting that here we
are seeing the topic with the highest proportion as a new feature,
and for linking the metadata purpose only. We still follow the
assumption that each file is related to more than one topic.

In such perspective, citation information can be linked to top-
ics as well. For topic j, the accumulative citations of the articles
with the same t(1st), is denoted as

−→
Cj . According to previous

research, the more citations a paper carries, the more relevance
it has to a scientific area, and the more contribution it can be
considered to have given. Moreover, the more likely it is to be
cited itself [48].

−→
Cj is used to define the received attention and

potential usefulness of the topic.
2) Topic Weight: A topic can be defined as a semantic

concept in a corpus with a specific proportion. Those topics
with higher proportion, or we say high popularity topics (i.e.,
hotspots), are one of our main concerns. We have decomposed
D documents to K themes after executing LDA. The propor-
tion of topics comprising the whole corpus is recorded as a topic
distribution matrix Θ = (ϑij)D×K . Each column of the matrix
indicates how a topic is distributed over different documents.
The bigger the total proportion a topic has in the whole corpus,
the larger weight it has. Thus, we define the weight of topics as
WI = (wi1, wi2, wi3, ..., wik)

wik =

D∑

i=1

ϑik (3)

where wik indicates the sum up of column k of Θ.
3) Topic Trend: In addition to the weight, the developing

trend of the discovered topics is also very important when gain-
ing the insight to evaluate how a topic is keeping up with the

Fig. 2. Example of topic distribution matrix in chronological order.

time. We consider the publication year as a temporal label for the
document collection, and process them in ascending order to ob-
tain a topic distribution matrix in chronological order, as shown
in Fig. 2. We then sum the group of elements in each column
that was associated with literature published in the same year,
and the total is the annual weight of the corresponding topic.

Specifically, matrix Wm×k represents the annual weight of
all estimated k topics that appeared during m years. We then
calculate the average proportion of related topics in all articles
and applying a linear fit approach to estimate their trends. In a
least-squares sense, the average annual weight values of the kth
topic can be fitted to a univariate quadratic polynomial

−→wk

Qti

= akt
2
i + bkti + ck (4)

where−→wk stands for the annual weight,Qti indicates the quantity
of publication in year ti (1 < i ≤ m). We use the coefficients
ak and bk to measure the developing trends of the corresponding
topic, since ak controls the speed of increase (or decrease) of
the quadratic function, −bk/2ak control the axis of symmetry.
For instance, if coefficient, ak, is positive and the symmetry
is on the left of y-axis, we consider the corresponding topic
has a growing trend. The greater ak is, the faster the growth
will be. In summary, the topic trend index is defined as TI =
(ti1, ti2, ti3, ..., tik), in which tik equals to the coefficients ak
of the quadratic function that we fitted the annual weight to as
follows:

tik =

( −→wk

Qti

− bkt− ck

)
/t2. (5)

4) Topic Relation Identification: Frequently used document
clustering models are mainly based on the assumption that each
file is related to only one cluster or one topic, yet this assump-
tion is too simple to effectively model a large corpus [18]. For
example, it would be imprudent to assign a paper discussing
AI-powered systems is placing jobs in banks into just one of
groups of AI, bank or job-cut; in addition, these three topics are
actually linking to each other, and cannot be seen as three sepa-
rated factors if we want to gain insight from them. LDA, on the
other hand, provides a statistical soft clustering of documents.
One document actually associates all the topics with different
possibilities. We apply this feature to conduct topic relations
identification.
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Fig. 3. Topic# of the three topics that Di most possibly described and their
corresponding topic# pairs.

To present a clear relation structure and reduce the computa-
tional complexity, we assume that each paper in the target cor-
pus discusses three topics with the top highest topic proportions;
these three topics are related at a topical level. For all the dis-
covered topics, we then define their semantic relations with the
co-occurrence statistics between them. In the topic set, this im-
plies that each topic has latent but trackable relations with other
two topics with different weights. We create a topic# pair (note
that topic# here means the label of topics that were automati-
cally generated by LDA, not the quantity of topics) to denote the
relation between two topics; and a topic co-occurrence matrix
to present the relations among all the topics.

As shown in Fig. 3, topic# of the three topics that a
document, Di, most possibly described, are captured as
ti(1st) , ti(2nd)

, ti
(3rd)

, and ti(1st) �= ti
(2nd)

�= ti
(3rd)

. For Di, fo-
cusing on the major topic it covers, we can identify two main
topic# pairs [ti(1st) , ti(2nd)

] and [ti(1st) , ti(3rd)
], indicating topic

correlation between ti(1st) and ti
(2nd)

, also ti(1st) and ti
(3rd)

. Af-
ter traversing the topic distribution matrix Θ, we can calculate
and receive all the topic# pairs and convert these pairs into a
topic co-occurrence matrix. Following from the definition, it is
not hard to understand that [ti(1st) , ti(2nd)

] has a stronger con-
nection than [ti(1st) , ti(3rd)

], we thus assign different weights
to [ti(1st) , ti(2nd)

] and [ti(1st) , ti(3rd)
]. In this paper, the relation

weight of [ti(1st) , ti(2nd)
] is set as 1, and for [ti(1st) , ti(3rd)

], it
is set as 0.5, to reduce the computational consumption. Every
document in the target corpus contributes a piece of weight to
the relations of the major topics it covers. We sum up the weight
values for every unique topic# pair and form a final topic co-
occurrence matrix.

IV. CASE STUDY AND RESULT

To demonstrate the feasibility and effectiveness of our
methodology, we present two case studies, for big data and
DSSC areas, using the publications derived from searches in

WoS. The reliability of the topic modeling result is shown by
comparing the content of our topics with the previous applied
research for these two areas, which has been assessed by do-
main experts. Specifically, the result of big data topic analytics
is compared with [49]; and the outcome of DSSC topic-based
analysis is verified by [12].

A. Topic Analysis for Big Data Publications

1) Data and Parameter Setting: We choose one of the most
representative emerging technologies, big data, to present a case
study, using its related publications derived from searches in
WoS. The big data corpus in this research contains 5450 ab-
stracts of related papers published between 2000 and 2015, cov-
ers content from terms describing massive information to the
main techniques in big data research, which is collected us-
ing the search strategy proposed in [49]. The title and abstract
fields are combined and represented with one text file, carrying a
unique ISI article identifier. We put the publication metadata in a
separated file. Metadata is parsed into publication year, authors,
affiliations, and number of citations.

After preprocessing and text cleaning, the big data corpus re-
mains 15 585 terms. The hyperparameters were set to α = 0.5
and β = 0.01. We performed each run with 5000 iterations of
Gibbs sampling. We then compute the perplexity score with K
values from 10 to 50, in which K = 35 is selected as the suit-
able topic number. This number presents comparatively lower
misrepresentation of the words, and better capture of the topics
with the consideration of easier interpretation.

2) Topic Modeling and Analysis: For the area of big data,
we generate 35 topics from 5450 articles. These topics reveal
a number of important tools and techniques, algorithms, and
applications of big data research in the past 16 years. As shown
in Table I, for presentation convenience, we give each topic a
short label, with a topic# in it, followed by the topic name and
topic description (please note that topic# here means the label of
topics that were automatically generated by LDA, not the rank
of topics).

Tools and techniques such as MapReduce and Hadoop (T19-
Hadoop), parallelism (T06-Para), and large-scale data collection
(T09-LarSca) play a very important role in the existing big data
research. In addition, some existing algorithms in artificial intel-
ligence area have been boosting the research and application of
big data. These algorithms include machine learning (T28-ML),
data mining (T32-DatMin), optimization (T03-Opti), Bayesian
probability (T27-Bayes), clustering (T16-Clust), text mining
(T29-TexMin), neural network (T34-NeuNet), mathematical
modeling (T22-Math), recommendation system (T23-RS), and
forecasting (T25-Forcas). They cover a large content of big data
research as shown in Table 1. Last but not the least, big data
research has been applied to a broad range of application areas,
in which bioinformatics (T18-BioInf) is one of the most hot top-
ics. Other applications, such as decision making (T10-DecMak),
social network (T17-ScoNet), Internet of Things (T26-IOT),
epidemiology (T02-Epidem), and healthcare (T31-Health) have
been attracting researchers and analysts’ attention significantly.
Compare our discovered topics with the previous research that
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TABLE I
TOPIC MODELING RESULT FOR BIG DATA RESEARCH
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Fig. 4. Topic-based analytic map based on weight, trend, and citation charac-
teristics of big data corpus.

verified by expert panel [13], both “sleeping beauty” topics and
major clusters of big data research have been covered; although
we provide comparatively smaller size of topics because each
one is explained by a group of terms, it actually provide richer
information than using the single phrase topics.

We proceed the post topic modeling process to reveal more
interesting features of these topics. As shown in Fig. 4, the val-
ues of topic weight, trend, and citation indices are visualized on
a scatter plot chart using MATLAB. The x-axis represents the
normalized trend index, which has the values between [−1, 1],
explaining how “active” the corresponding topic is; the y-axis
denotes the normalized weight index, which has the values be-
tween [0, 1], providing an insight of how popular this topic is;
and the size and the color of the dots represent the accumulative
citations, which are normalized to [0, 1]. The warmer the color
and the larger its dot, the more existing influence and potential
usefulness a topic receives. The numbers on the dots in Fig. 4
correspond with the numbers in the topic labels in Table I. If
a topic has a positive trend index value, it means the average
proportion of it in all articles has been increasing during the 16
years of research. The topic is then considered growing. In con-
trast, a negative value of trend index implies the topic has been
mentioned less in the corpus averagely.

As shown in the Fig. 4, MapReduce&Hadoop (T19-Hadoop),
which covers the content of MapReduce, Hadoop, scalability,
cloud computing, and apache, is the most popular and also a
very fast developing topic. It also has received quite high cita-
tions, showing strong influence on other topics in the big data
area. Bio-related and medical applications of big data, genome
data (T05-Genome), epidemiology (T02-Epidem), bioinformat-
ics (T18-BioInf), and healthcare (T31-Health), comparatively
received much higher citations than other topics. One of the
interesting findings is that, although traditionally genome data

Fig. 5. Co-occurrence map of topics in big data research.

(T05-Genome) and bioinformatics (T18-BioInf) can be consid-
ered as the most successful big data applications, the developing
speed of these two topics are dropping, which means the two
topics are mentioned less, in the recent published articles than
before. In contrast, healthcare (T31-Health) is mentioned more
frequently in recent years, even though its citation is still quite
low. This may imply the research stress in big data application
has changed to some new topics, like public health, internet of
things (T26-IOT), and geographic information systems (T15-
GIS). Generally, these applications focus on decision making
(T10-DecMak) in different scenarios. One of another interest-
ing finding is, machine learning (T28-ML) is one of the hotspots
in big data research, and it has received a lot of citations. How-
ever, the developing trend of it is downward, which means the
terms of machine learning, classification, classifier, and SVM
are less active than before.

3) Topic Relation Identification: In this paper, we generate
a topic co-occurrence matrix and visualizing it via Circos [50].
As shown in Fig. 5, we use each segment to represent a topic;
the topic is marked with the short label given in Table I. The
ribbons between segments stand for the semantic relations of
two topics. For example, a stronger relationship between the
two linked segments is represented by a wider ribbon, which is
distinguished by a more intense blue.

We can observe in Fig. 5, that the MapReduce&Hadoop
(T19-Hadoop) as one of the hottest topics in the area, has very
strong relations with scientific workflow (T01-Workfl), opti-
mization (T03-Opti), parallelism (T06-Para), and architecture
(T08-Archte). This result match with the fact that MapReduce
and Hadoop are still the two leading tools in big data research
[49]. Topic of epidemiology (T02-Epidem) closely correlates
with healthcare (T31-Health) and genome data (T05-Genome).
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TABLE II
TOPIC MODELING RESULT FOR DSSC RESEARCH

Other interesting correlations include the one between an-
notation (T04-Annota) and genome data (T05-Genome); the
connection between topic of machine learning (T28-ML) and
optimization (T03-Opti); the one between data protection (T07-
Govern) and decision making (T10-DecMak); the one between
genome data (T05-Genome) and bioinformatics (T18-BioInf),
which is not that surprising; and the one between parallelism
(T06-Para) and metadata (T33-MatDat). It is worth noted that
the link between data protection and decision making tells the
story of data privacy being highly concerned. Zhang et al. [49]
provided the evidence of this highlight with big data report
in 2014. Using the result from topic modeling, we can get

the insight that, the data collection, protection, governance,
transparency, and reuse are the main concerns for data privacy.

B. Topic Analysis for DSSC Publications

1) Data and Parameter Setting: To further demonstrate the
feasibility of our methodology, we present another case study
using publications of DSSC. In the past 20 years, DSSC is a
promising technology that can add functionality and lower costs
to enhance the value proposition of solar power generation, thus
this area is investigated by many researchers for technologi-
cal forecasting and analysis purpose [51]. Our DSSC corpus
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derived from WoS database contains 12 435 abstracts of re-
lated papers published between 1991—the year that DSSC were
first announced in Nature—and 2014. The data derived from a
multistep Boolean search algorithm and applied via the WoS
database [52]. Same as the previous case study, each abstract
represents one text document and carries a unique ISI arti-
cle identifier. The metadata for all publications are stored in a
single file.

After preprocessing and text cleaning, this corpus remains
41 214 terms. The hyperparameters were also set to α = 0.5
and β = 0.01. We performed each run with 5000 iterations of
Gibbs sampling and compute the perplexity score withK values
from 10 to 50, in which K = 30 is selected as the suitable topic
number.

2) Topic Modeling and Analysis: After topic modeling, we
discovered 30 latent semantic topics in the target corpus. The
topic distribution matrix is presented as a separate file named
“theta,” where Θ = (ϑij)12345×30. The topic name and topic
description are shown in Table II. For presentation convenience,
a short label with a topic# is assigned to each topic (please note
that topic# here means the label of topics that were automati-
cally generated by LDA, not the rank of topics). These topics
in Table II reveals a number of research objects, techniques,
and application of DSSC research during the past 24 years. We
compared our result with the previous study in [12]. All the
top keywords in their clusters are caught by our topics. For ex-
ample, our topic Conversion-Efficiency (T21-ConEff) matches
with the cluster in their research, which has the main content
of photoelectric property and higher conversion efficiency; their
cluster “Sol gel” is our eighth topic, T08-SolGel, in which we
have provide more details about this topic, mesoporous, titania,
anatase, and nanocrystalline; our topic, Ruthenium Sensitizers
(T05-Rsens) matches with their fifth cluster, which has almost
the same content.

We proceed our post topic modeling, mapped the values of
topic weight, trend, and citation indices to a scatter plot chart
using MATLAB, as shown in Fig. 6. Similar as the previous case
study, the x-axis represents the trend index, the y-axis denotes the
weight index, and the size and the color of the dots indicates the
citations they received. For visual and comparison convenience,
we scaled the indices values of topic-based weight and citation
to a range between [0, 1] and scaled the values of topic-based
trend index to [−1, 1]. Normalized trend values larger than 0
indicate the topics have a growing trend; on the contrary, values
smaller than 0 describe a declining trend.

In Fig. 6, semiconductor materia (T13-SemCon) is the topic
received highest citations, indicating it has largest existing influ-
ence and potential usefulness. This topic is also a fast growing
one. It is mentioned more in recent year publications than in
older papers. In addition, one of our interesting findings is that
the upward trend of topic ultraviolet (T23-Ultrav) is growing
very fast, although the proportion of this topic is very low. This
can be verified using Zhang et al.’s research [12], in which cluster
“ultraviolet” has the lowest coverage in their clusters. This may
suggest that the topic is an emerging and fast developing one.
Metal-free sensitizers (T10-MetFre) is one of the hottest top-
ics in the DSSC research, which is highly possible keep being

Fig. 6. Topic-based analytic map based on weight, trend, and citation charac-
teristics of DSSC corpus.

Fig. 7. Co-occurrence map of topics in DSSC research.

popular since its trend indices is positive. In contrast, although
topic of Photocurrent Spectroscopy (T18-PhoSpe) is also a cur-
rent research strength, it has a dropping trend that indicates it is
mentioned less frequently in the recent publications.

3) Topic Relation Identification: After exploring the features
of the discovered topics for DSSC research, we quantitatively
model the relations among these topics, and build a topic relation
network. Fig. 7 visualizes the topic relation matrix via Circos.
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TABLE III
MAJOR TOPIC RELATIONS OF DSSC RESEARCH

Each segment in the figure indicates a topic, named with the short
label given in Table II. The ribbons between segments shows
their semantic relations. A wider ribbon with a more intense
blue represents a stronger relationship between the two linked
segments.

As shown in Fig. 7, most of the strongest semantic correlations
are between resistance (T01-Resist), dye-sensitized photoelec-
trochemical cell (T02-DyePho), absorption spectroscopy (T03-
AbsSpe), redox regeneration (T04-Redox), titanium dioxide
(T09-TiO2), metal-free ssensitizers (T10-MetFre), nanocrys-
talline (T11-NanoC), Raman spectroscopy (T12-RamSpe), and
porphyrin (T25-Porphy). Table III shows the detailed relations

between these topics, in which we also add the metadata linkage
outcome to present the author and affiliation with the highest
rank, for each highly correlated topics. The most active affili-
ations is denoted by MAA, and the most active researchers is
labeled by MAR.

We can consider that publication clusters under two strongly
related topics are semantically associated with each other, thus
affiliations and researchers of the two clusters share poten-
tial collaboration opportunities on the corresponding topics, al-
though these topics may be from disparate subject categories.
As shown in the target label column, these topics can be seen as
possible cooperation directions for an affiliation or a researcher
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who is working on DSSC topics and seeking for possible col-
laborations. For example, for topic metal-free sensitizers (T10-
MetFre), the researchers working on DSSC research with the
E China University of Science & Technology have potential
collaboration opportunities with the researchers in areas of por-
phyrin (T25-Porphy), photon-to-current (T29-PhoCur), and syn-
thesized Sno2 (T30-SNo2) which have the representative affilia-
tions as Kyoto University, Swiss Federal Institute of Technology,
and Hiroshima University. In addition, the research papers of the
most active researchers are also potentially useful for researchers
seeking engagement and innovation enlightenment in the joined
area. In real cases, factors effecting the cooperation between
affiliations and researchers will be far more complicated than
just considering research topic connection, but the result of our
proposed methodology can be used as a useful support to the
decision-making process.

C. Discussion

Theoretically, this paper improves traditional scientific liter-
ature clustering models, extends the existing LDA-based ap-
proach, and may well lead to a higher degree of heavily geared,
cross-disciplinary research. The identified topic relations pro-
vide a statistical prospective on discovering semantic level con-
nections. Practically, potential collaboration identification is one
of the possible applications of our proposed methodology. In
today’s increasingly competitive and collaborative research en-
vironment, the ability to choose collaborators wisely is a key
component of success. However, organizational and discipline
boundaries can make this process particularly difficult. The pro-
posed method attempts to provide suggestions for research col-
laboration at a topic-based level, especially for early-career re-
searchers, e.g., to answer the questions like, “what topics as-
sociate with my research but previously I don’t know them,” or
“Who might collaborate with me within my university if I want to
do the related interdisciplinary research?” or “Any recommenda-
tion for possible partners for a funding application on a particular
topic?” We are able to identify different groups of researchers
and affiliations that are working on closely related topics inter-
nally and externally, to gain possible collaboration opportunity
cross-the-board for further research or funding application.

Not only for academia this method can assist decision mak-
ing, for industry users and governmental decision makers, it also
can be used as an efficient tool to discover topical relations and
the full picture of the target area, to reveal the possible direc-
tion and the insight of development and to recognise potential
collaborators and competitors.

V. CONCLUSION

Since its introduction to the field of bibliometrics, LDA has
been used as an efficient tool for key content extraction and
thematic analysis. It will continue to be emphasized because of
its ability to estimate the possibilities for the “co-occurrence” of
topics, and provide semantically meaningful outcomes. These
advances, however, also intensify the need for methodologies
that provide productive and useful post-LDA analysis, and fully
utilizing the comparatively complex products of topic modeling

may create bottlenecks for the enhancement and expansion of
statistical modeling in bibliometrics research.

This paper outlined a complete process for analyzing tech-
nological landscapes, including pre-topic modeling preparation
and post-clustering analysis. The comprehensive overview it
generated assisted researchers in identifying focal themes and
the relations among those themes when using LDA to explain a
scientific literature corpus. In addition, the topic-based analytic
maps and topic-based relational network proposed in this paper
delivered an informative presentation that quantitatively mea-
sured the discovered topics allowing indepth analysis. In the
case studies, we discussed one of the possible applications of
topic-based analysis method using big data and DSSC publica-
tion datasets. By using the topic relation identification method-
ology, we could identify potential collaboration opportunities
internally and externally. Although in real cases, factors effect-
ing the cooperation between affiliations and researchers were
more complicated than just considering research topic connec-
tion, the result of our proposed methodology could serve as a
support to the decision-making process.

During the experiments, we found that how to trace temporal
topic changing and evolving automatically is one of the main
tasks in exploring more application of our existing topic-based
analysis methodology. Topic matching and topic variegation
tracking will be addressed in our future research.
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